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Abstract

Employee attrition remains a persistent challenge for organizations, with significant impaction for human
capital sustainability and overall strategic organisational performance. However, existing empirical research
in this field often relies on limited real-world datasets to predict employee turnover and explicitly assume
that insights from real employee datasets are inherently superior despite increasing constraints related to data
access, privacy and ethical governance, which raises substantial concerns regarding data accessibility,
privacy, and ethical governance. Consequently, there is still limited understanding of whether synthetic data
can be a reliable alternative for predictive modeling in human resources.

To address this gap, this study examines whether the employee attrition prediction differ when
models are trained on real versus synthetically generated data in the context of employee turnover. The
research uses the International Business Machines (IBM) employee dataset, binary logistic regression,
random forest, and gradient boosting models are applied to real, bootstrapped, and synthetic datasets to
assess predictive reliability. The original sample of 1,470 observations is expanded through bootstrapping
and synthetic generation to create comparable datasets of 5,000 observations each. The study systematically
compares the performance of binary logistic regression, random forest, and gradient boosting tree models
across these different types of data.

The results indicate that synthetic data preserves key attrition-related relationship and yields
predictive performance comparable to real data, although minor reductions are observed in identifying rare
attrition cases. Factors affecting attrition, such as job satisfaction and age, remain consistent across both real
and synthetic datasets. Furthermore, statistical analyses reveal no significant differences in predictive
accuracy among the models. The study contributes to employee attrition and HR analytics research by
demonstrating that attrition knowledge is not solely dependent on access to real employee data. It further
offers practical insights for organisations seeking to leverage privacy-preserving analytics to support
workforce planning and retention strategies under data constraints.
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Introduction

Employee attrition remains a persistent organisational challenge with well-documented financial and
operational implications (Ballinger et al., 2011; Cascio, 2007; Kingsley, 2025; Kuhn & Yu, 2021).
Consequently, understanding the factors that drive employee turnover has become a central concern for
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scholars and managers, particularly in knowledge-intensive industries where skilled labour is a key asset
(Pirrolas & Correia, 2022; Timsina, 2024). Prior research describes employee attrition as a multifaceted
outcome influenced by demographic, job-related, and organisational factors (Awan et al., 2021; Belete,
2018; Castaldo et al., 2022; Yakut & Kara, 2021). These statistics underscore the necessity for effective
retention strategies. In response, modern companies increasingly utilize data-driven human resource (HR)
analytics to anticipate turnover risks and design targeted interventions (Skelton et al., 2019). Despite the
growing sophistication of HR analytics, a significant methodological limitation exists in current research.
Most predictive studies heavily rely on real-world employee datasets, which are often hard to obtain due to
strict data protection regulations, confidentiality concerns, and ethical constraints (Vinoodhini, 2022). As a
result, researchers frequently depend on a limited number of publicly available benchmarks, notably the IBM
HR Analytics dataset, which contains only 1,470 observations. This sample size is often inadequate for
effectively training complex machine learning models. Although bootstrapping is commonly used to expand
limited datasets, it does not introduce new information and may reinforce existing distributional patterns
(Muller et al., 2016). This reliance on limited real-world data creates a significant research gap. Although
synthetic data generation offers a promising solution by creating datasets that retain the statistical properties
of real data without compromising privacy, its application in employee attrition research remains largely
unexplored. Little is known about whether predictive models trained on fully synthetic data can achieve
accuracy metrics comparable to those trained on real data (Via et al., 2022; Rousseiet, Pernet, & Wilcox,
2023).

To address this gap, this study rigorously evaluates the utility of synthetic data in predicting
employee turnover. By using the IBM dataset as a baseline, this research compares the performance of three
distinct classification algorithms: binary logistic regression, random forest, and gradient boosting trees. The
study employs both bootstrapping and synthetic data generation to expand the dataset to 5,000 observations,
allowing for a robust comparison of model performance across different data conditions. Guided by the
necessity to assess the methodological robustness of attrition prediction, this study addresses the following
research questions:

o Isthere asignificant difference in the performance of the logistic regression model between real and
synthetic employee datasets?

o Isthere asignificant difference in the performance of the gradient boosting tree model between real
and synthetic employee datasets?

o s there a significant difference in the performance of the random forest model between real and
synthetic employee datasets?

The uniqueness of this study is that beyond its technical relevance, it contributes to employee
attrition research by investigating how the nature of data, real versus synthetic shapes empirical insights,
predictive reliability, and managerial interpretation. Though existing studies implicitly treat real employee
datasets as the golden standard, this assumption remain mostly unexamined. However, our study explicitly
compares model performance across data types to reframe employee attrition not only as a behavioural
outcome but also as a knowledge problem influenced by data accessibility, ethical constraints and analytical
design. In doing so, this study extends understanding of how HR analytics informs decision-making under
data limitations, an increasingly salient issue in contemporary human resource management.

Literature Review

This literature review critically examines the drivers of employee attrition, the evolution of HR analytics
from statistical to machine-learning methods, and the emerging potential of synthetic data to overcome
privacy-related research constraints.

A. Employee Attrition as a Strategic and Organisational Challenge

Employee attrition has significant implications for organisational performance and human capital
sustainability, particularly in knowledge-intensive environments. (Alnachef & Alhajjar, 2017; Dess & Shaw,
2001; Hash & Dyer, 2004; Kamoche, 1996; Kiran, Chaubey and Shastri, 2024; Muzammil et al., 2025).
Research shows that beyond training and replacement costs, high employee turnover disrupts routines,
erodes tacit knowledge, and diminishes productivity and innovation (Awan et al., 2021; Muzammil et al.,
2025; Saini, Nimje and Kalra, 2022; Via et al., 2022). From a strategic perspective,
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attrition reflects a misalignment between employee expectations and organisational practices. Departing
employees take explicit skills and social capital, which are hard to replace, raising the importance of
understanding and predicting attrition, particularly in competitive markets. Cross-sectional studies have
identified various factors influencing employee attrition, including individual attributes (age, education),
job-related variables (compensation, workload), and organisational influences (leadership, culture, support)
(Awan et al., 2021; Yakut & Kara, 2021; Castaldo et al., 2022). Such findings align with established theories
such as job embeddedness and social exchange theory, which suggest that employees are more likely to stay
when they perceive fit, support, and reciprocity.

B. Determinants of Employee Attrition: Individual, Job, and Organisational Factors

The decision to leave an organisation typically results from multiple determinants rather than a single event.
Empirical studies indicate that job satisfaction and compensation are among the strongest predictors of
employee attrition. Factors like lower remuneration, limited promotional opportunities, and inadequate
recognition lead employees to seek alternative employment, especially in competitive labour markets (Saini
et al., 2022). Additionally, work environment conditions, such as managerial support, interpersonal
relationships, schedule flexibility, and workload, can significantly influence retention outcomes. However,
the impact of these factors varies across organisational contexts. Employees in larger organisations or
knowledge-intensive sectors often prioritise non-monetary factors such as autonomy, development
opportunities, and organisational culture, while those in smaller firms or lower-skilled positions tend to
emphasise wage stability and job security. Employee motivation serves as a crucial link between
organisational practices and turnover outcomes. Motivated employees tend to exhibit higher commitment
and lower withdrawal intentions, while low motivation correlates with increased turnover rates (Katsande &
Chisoro, 2018). Viewed through this lens, employee attrition is the cumulative result of various
interconnected individual, job-related, and organisational conditions. Moreover, employee turnover reflects
the effectiveness of management practices and human resource systems. Turnover rates can serve as
indicators of organisational alignment with employee expectations, with supportive environments associated
with higher retention (Wilkens, 2020).

C. Work Environment, Compensation, and Contextual Drivers of Employee Attrition

Research highlights the crucial impact of the work environment and compensation structures on employee
retention and attrition, particularly in high-stress settings such as call centres. Conversely, a supportive work
environment enhances job satisfaction and confidence, reducing turnover (Igbal et al., 2017; Setiyani et al.,
2019). Beyond compensation, elements such as equitable job opportunities, skills development, and career
advancement opportunities greatly influence organisational attachment. Human resource managers should
adopt long-term, employee-centred strategies that foster appreciation and sustainable career paths. The work
environment also includes organisational policies and managerial practices (Silva et al., 2019). Absence of
coherent retention strategies can lead to dissatisfaction and accelerated turnover. Flexible work schedules
have emerged as another key factor in retention. Nasir and Mahmood (2016) demonstrate that such
arrangements enhance work-life balance and lower attrition. While compensation is often viewed as the
primary retention factor, research indicates that the relationship is complex; factors like company size and
job responsibilities also affect attrition rates (Duhautois et al., 2016). Significantly, higher wages tend to
reduce the likelihood of turnover (Trembley et al., 2006; Milkovich & Newman, 2004).

D. HR Analytics and Machine Learning Approaches to Employee Attrition

The complex nature of employee attrition has led researchers to increasingly employ data-driven and
machine learning methods to model turnover behaviour (Fitz-enz & Mattox, 2014; Fallucchi et al., 2020).
Traditional techniques, particularly binary logistic regression, have been favoured for their interpretability
and connection to established organisational theories (Hom et al., 2017). While effective in estimating
average effects and identifying significant predictors, these methods often rely on linearity and independence
assumptions that may not adequately represent the nuanced realities of employment decisions. As workforce
data grows larger and more varied, traditional models struggle to capture the non-linear relationships and
interactions in employee turnover dynamics (Breiman, 2001; Strohmeier & Piazza, 2015). To address these
limitations, recent studies have turned to machine learning algorithms, such as random forests and gradient
boosting trees, which excel at modelling non-linear interactions and complex feature spaces (Ali & Bader,
2021; Fallucchi et al., 2020). Research using the IBM employee dataset demonstrates the high classification
accuracy of these models in predicting employee attrition based on
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factors such as income, job role, overtime, and satisfaction (Yang & Islam, 2020). However, many existing
studies focus narrowly on maximising predictive accuracy within a single dataset, with less emphasis on the
robustness of these models across diverse data conditions or the implications of data quality and availability
in HR analytics research.

E. Data, Knowledge Production, and HR Analytics In Employee Attrition Research

Over the past two decades, numerous extant employee attrition studies (such as Alnachef & Alhajjar, 2017;
Awan et al., 2021; Castaldo et al., 2022; Dess & Shaw, 2001; Fallucchi et al., 2020; Fitz-enz & Mattox,
2014; Hash & Dyer, 2004; Igbal et al., 2017; Kamoche, 1996; Kiran, Chaubey & Shastri, 2024; Muzammil
et al., 2025; Setiyani et al., 2019; Yakut & Kara, 2021) largely assumes that empirical insights derived from
real organisational datasets characterize unbiased and superior reflections of employee behaviour. However,
this assumption overlooks the growing constraints surrounding data access, privacy and ethical governance
in HR management research. As organisations increasingly restrict access to employee data due to GDPR
compliance (Machado et al., 2023), the empirical foundations of attrition research risk becoming narrow and
repetitive, potentially limiting theoretical generalization.

Evidence from an HR perspective suggest that, data are not neutral inputs but shape the patterns,
relationship and conclusions that emerge from analytical models (xxx, 20xx). Accordingly, understanding
whether alternative data sources such as synthetic data can preserve meaningful attrition relationship is
crucial for both theory development and practical application. Our study bridges this gap by empirically
examining whether attrition predictors and predictive performance remain stable across real and synthetic
datasets.

F. Data Constraints, Ethics, and the Emergence of Synthetic Data

A significant challenge in employee attrition research is the lack of access to high-quality employee data.
Organisations often hesitate to share such information due to confidentiality, data protection regulations like
GDPR, and ethical concerns. This results in "data poverty" in HR analytics, where a scarcity of raw data
hinders the use of existing analytical techniques. Many studies rely on limited publicly available datasets,
such as the IBM employee dataset, which includes only 1,470 observations. To address these sample-size
limitations, researchers often use resampling techniques such as bootstrapping. While this can enhance
statistical power, it does not introduce new information and may exacerbate existing biases. Moreover,
repeated observations can distort model learning, especially in machine learning contexts where detecting
minority-class events, such as attrition, is crucial. Synthetic data generation has emerged as a viable
alternative that enables the creation of artificial datasets that are reflective of real data, thereby reducing
privacy risks and data acquisition costs. Although synthetic data has been beneficial in other fields for robust
modelling and hypothesis testing, its use in employee attrition research is still limited and under-theorised
(Viaetal., 2022). Specifically, there is insufficient empirical evidence on whether predictive models trained
on synthetic data yield results comparable to those trained on real datasets across various modelling
techniques. This gap is increasingly important given the rising adoption of machine learning approaches in
strategic human resource management.

G. Research Gap

This study presents a conceptual framework that explores how demographic, job-related, and organisational
factors influence employee attrition. It operationalises these influences through employee-level attributes
such as age, job level, compensation, satisfaction, and work environment. Utilising both traditional statistical
methods and machine learning techniques, the study aims to effectively predict attrition outcomes. A
significant contribution of this research is the introduction of data type (real versus synthetic) as a factor that
affects model performance. It goes beyond merely assessing predictive accuracy to investigate how different
data-generating processes can influence the reliability and validity of attrition predictions across various
modelling approaches. By comparing logistic regression, random forests, and gradient boosting trees across
real and synthetic datasets, the study addresses a critical gap in HR analytics: the viability of synthetic data
as a substitute for real employee data. This work enhances the understanding of data-driven decision-making
in human resources, offering insights for research design, ethical data use, and managerial practices. In
summary, data privacy limits machine learning in attrition research, highlighting a critical literature gap
regarding the unproven reliability of synthetic data as a viable alternative for HR predictive modelling. This
study seeks to address this gap by systematically comparing the performance of real versus synthetic data
across various algorithms.
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Methodology

This section outlines the research methodology used to compare the effectiveness of real and synthetic
datasets for predicting employee attrition. The primary objective is to determine whether synthetic data,
generated to preserve the statistical properties of real-world data, can serve as a reliable substitute for training
machine learning models in human resource (HR) analytics. Additionally, this section outlines the research
design, data acquisition sources, sampling techniques, and the operationalisation of key variables.
Furthermore, it details the analytical procedures, including the specific machine learning algorithms selected,
such as Binary Logistic Regression, Random Forest, and Gradient Boosting, and the statistical tests used to
validate the hypotheses.

A. Research Design and Rationale

This study adopts a quantitative, non-experimental research design to systematically evaluate whether the
performance of employee attrition predictive models differs when trained on real versus synthetic datasets.
While traditional HR analytics research has heavily relied on observational data, this study emphasises the
comparative utility of synthetic data. Recognising that prediction accuracy, data privacy, and model
generalizability are paramount concerns in modern HR analytics, this design aligns with emerging research
that compares modelling approaches and data sources within human resource contexts. Recent literature
shows that machine learning techniques significantly improve the prediction of employee turnover compared
to conventional statistical methods, facilitating better human resource decision-making (Park & Shaw, 2025;
Konar et al., 2025). However, the limited availability of open-source HR data due to privacy issues presents
a significant challenge. To address this, the study uses the IBM Human Resource Analytics Employee
Attrition and Performance dataset as a benchmark and creates a synthetic dataset with identical statistical
properties. Building on previous models such as Logistic Regression, Random Forest, and Gradient Boosting
(Yang et al., 2020; Ghita & Francesco, 2025), the research systematically compares model performance
across both real and synthetic data. Key factors examined include demographics, employment
characteristics, and remuneration, with a focus on how these variables impact predictive accuracy in
simulated environments.

B. Data Source and Sampling Construction

This study utilises the IBM HR Analytics Employee Attrition and Performance dataset from Kaggle, which
is well-regarded for benchmarking attrition models and includes 1,470 employee records with 35 features
related to demographics, employment, and satisfaction metrics (Fallucchi et al., 2018). The population
encompasses the complete IBM employee base represented in this dataset. Since secondary data is being
used, traditional inclusion and exclusion criteria are less applicable; the dataset has already been validated
(PM & Balaji, 2018). To investigate the effectiveness of synthetic data in attrition prediction, the study
created two expanded datasets to maintain sample size parity:

e Bootstrapped Real Dataset: This involves resampling the original dataset to produce 5,000
observations without altering the underlying data distribution.

e Synthetic Dataset: A similarly-sized dataset of 5,000 observations was generated using principled
techniques, ensuring the preservation of the original data's distributional properties without
replicating identifiable records. This approach aligns with ongoing research on privacy-preserving
analytics in HR (Baydili & Tasci, 2025) and enables a controlled comparison of model performance
based solely on data type (real vs. synthetic).

C. Data Variables and Operationalisation

The operationalisation of variables focuses on investigating the patterns that differentiate employees who
leave the organisation from those who stay. The dataset includes 35 variables, which encompass humerical,
categorical, and ordinal data types. The dependent variable is “Employee Attrition”, a binary indicator coded
as 1 for employees who have left the organisation and 0 for those who have remained. This binary
classification aligns with previous attrition modelling approaches found in the literature. Additionally, the
independent variables are categorised into three primary domains, reflecting findings from prior studies that
have identified these predictors as significant in predicting turnover (Awan et al., 2021; Cheng & Zhao,
2024; Saini et al., 2022; Liu & Batt, 2010):
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Demographic Factors: Age, Gender, Education Level, Marital Status.

e Job Characteristics: Job Level, Job Role, Overtime, Distance from Home.

e Attitudinal/Organisational Variables: Job Satisfaction, Environment Satisfaction, Work-Life
Balance, Monthly Income.

D. Data Preprocessing, Data Analysis and Quality Assurance

Extensive preprocessing ensured data quality, confirming no missing values among the 1,470 entries. The
dataset comprised 26 integer variables and 9 factor variables. To prepare for machine learning analysis,
variables with no predictive value were removed: Employee Count, Overl8, Standard Hours, and Employee
Number. The target variable "Attrition" was relabeled from "Yes"/"No" to “1/0”, and variable names were
standardised to improve code clarity (e.g., removing prefixes such as "Travel_"). After these cleaning steps,
the dataset was ready for bootstrapping and synthetic generation. Furthermore, this study employs inferential
statistics and supervised classification algorithms to analyse employee attrition data, focusing on three
benchmark models: Binary Logistic Regression, Random Forest Classification, and Gradient Boosting Trees
(Alpaydin, 2020).

e Binary Logistic Regression: Used as a baseline for its interpretable coefficients, allowing for the
analysis of odds ratios for specific attrition drivers.

e Random Forest Classification: A tree-based ensemble method noted for capturing non-linear
variable interactions and reducing overfitting through bootstrap aggregation.

e Gradient Boosting Trees: An iterative ensemble technique that enhances prediction accuracy by
correcting errors from previous models, effective for identifying complex patterns.

These models were chosen for their proven effectiveness in the literature on employee attrition and
for the rise of ensemble methods in HR predictions (Akintunde, 2024). Standard preprocessing techniques
were applied to the real and synthetic datasets, including One-Hot Encoding for categorical variables and
removing features with negligible variance to improve model performance. Given the class imbalance often
present in attrition datasets, specific evaluation metrics were chosen to address this issue, following best
practices in HR analytics (Cavescu & Popescu, 2025).

E. Ethical Considerations, Evaluation and Comparison

The study adheres to ethical standards by utilising anonymised secondary data. The inclusion of synthetic
data enhances privacy protection, aligning with emerging standards in data governance and privacy-
preserving research methodologies (Baydili & Tasci, 2025). Overall, this research contributes to the
understanding of predictive modelling in HR analytics and offers a careful examination of data ethics and
treatment methodologies. Moreover, each model was trained on both synthetic and real bootstrapped
datasets, and its predictions were assessed against actual attrition rates. A multi-metric evaluation approach
was used, reflecting recent trends in HR analytics, emphasising holistic performance assessment in
Explainable Al (Konar et al., 2025). To rigorously test differences in model performance, a Chi-square test
of independence was conducted for each model pair, addressing previous research gaps that focused solely
on within-dataset comparisons. Based on the comparative study design, four hypotheses were formulated to
investigate whether synthetically generated datasets produce performance metrics equivalent to those of real
datasets:

e H1: There is a significant difference in attrition rates between synthetic and real IBM employee
datasets.

e H2: The real dataset yields higher accuracy than the synthetic dataset in predicting attrition rates
using logistic regression.

e H3: The real dataset yields higher accuracy than the synthetic dataset in predicting attrition rates
using the gradient boosting trees model.

e H4: The real dataset yields higher accuracy than the synthetic dataset in predicting attrition rates
using the random forest model.

In summary, this methodology evaluates real versus synthetic data interchangeability in attrition
modelling using a quantitative design. Expanding the IBM dataset into comparable 5,000-observation
samples via bootstrapping and synthetic generation, the study employs Logistic Regression, Random

6 | Employee Attrition Prediction Under Data Constraints: ESSEN Mmedo et al.



Vol. 07 — Issue: 01/January_2026 DOI: 10.56734/ijbms.v7nlal

Forest, and Gradient Boosting to benchmark performance, establishing a rigorous foundation for empirical
analysis. Therefore, the findings of this study discussed below have implications beyond model performance
comparison. Our findings suggest that employee attrition knowledge is not exclusively dependent on access
to real organisational data but can be evocatively generated under alternative data conditions. This unique
insight challenges dominant assumptions in attrition research and underscores the role of analytical design
in shaping HR knowledge and decision-making.

Results & Discussion

This study sets out to examine whether predictive models of employee attrition yield systematically different
results when trained on real versus synthetically generated datasets. The findings provide several important
insights that extend existing employee attrition and HR analytics research. Machine learning modelling
techniques (Tranmer & Elliot 2008; Bhardwaj & Pal, 2012; Ali & Bader, 2021) were used to investigate
factors that may lead to attrition of employees in a company. Three modelling techniques were used. The
machine learning algorithms included binary logistic regression, random forest classification, and gradient
boosting trees classification. The algorithms were trained on subsets of both synthetic and original data for
easier comparison.

A. Binary Logistic Regression Model

Table 1 was obtained for stepwise logistic regression model for original training subset. Model selection
method used was stepwise logistic regression and using Akaike Information Criterion (AIC) as selection
method. As factors leading to employee attrition were added, the AIC kept reducing until it could not reduce
further. Variables such as job role, overtime, marital status, job level, job involvement, environment
satisfaction, business travel, job satisfaction, work-life balance, and distance from home are the main factors
employees use to decide whether to stay or quit their jobs.

Table 1 Original Dataset Stepwise Summary for Binary Logistic Regression Model

Variable Method | AIG BIC Deviance
Tab Rel addinion Wi413|  3070.182 1896126

ddinon WIe03| 2881435 Tes 0

oy TTAEe| T T0086

sadition 632,684 2732556 | 2600894

safition 1539726 2658086 | 2501726

addinen FIR =) TR LnTest

,,,,,,,, PR

aadition FEEEEL 2450547

2adition T3708| 2465593

2adition 343 | 236553 FIEES

Py 27637 7361547 1037

sadition 7| eIl 2065567
2adition Ta1se| 2857007 1036156

Ty 55T

aadition WTI6RE| 231365 1957696

2adition 2059796 2333895 1971796

2adition 04995 1330263 1959.935
Ty 4L 282788 1835.031

addinen 027938 076 1831038

sadition M22318| 23133 1926318

2adition 01802 152002

S3dition EOEETT 1o 818

Stock Option Leval addinen EONEH 1909.912

Wohly e addinen 1103 180704

Figure 1 Stepwise Regression on Original Training Subset

‘Stepuise AIC Bolh Diecton Sekecion
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The model, as observed in Table 1 and Figure 1, which summarises stepwise processes conducted, reveals
that the highest AIC was 3014.13. At the same time, after adding all significant factors leading to attrition,
the AIC reduced to 2011.04.

Additionally, the model results for model fit statistics show that at least one of the factors used in
modelling predicts attrition rates among employees. Hence, the likelihood ratio (LR) is: LR (58) = 1332.41,
p<.0001. The model also shows that about 89.9% of the total variations of attrition rates among employees
would be explained in the model.

Table 2 Model Fit Statistics for Original Data.

Model Fit Statistics

Log-Lik Intercept Only: -1618.5%30 Log-Lik Full Model: -852.387
Deviance (3691): 1904.774 LR (58): 1332.405

Prob > LR: 0.000
MCFadden's R2 0,412 McFadden's &dj R2: 0.375
ML (Cox-5nell) R2: 0.2399 Cragg-Unhler (Nagelkerke) RZ: 0.517
McEelvey & Zavoina's R2: 0.675 Efron's RZ: 0.431
Count R2: 0.8399 Adj Count R2: 0.351
BIC: 2390.315 RIC: 2022.774

From the association of predicted probabilities in Table 2, it can be concluded that the model can predict
about 90.24% of attrition rate variations, leaving out only 9.76% that were not correctly predicted. This is a
high accuracy of prediction hence the best model.

Figure 2 Stepwise Regression on Synthetic Training Subset.

Stepuise AIC Both Direction Selection

10 IS 0 2
step

Figure 2 shows all the factors added to the regression model, starting with job level and completing
with the current role.

Table 3 Model Fit Statistics for Synthetic Data.

Model Fit Statistics

Log-Lik Intercept Cnly: -1660.321 Log-Lik Full Model: -1183.132
Deviance (3691) : 2366.265 LR(58): 954,378

Prob > LR: 0.000
MCFadden's R2 0.287 McFadden's Rdj R2: 0.252
ML (Cox-5nell) R2: 0.225 Cragg-Unhler (Nagelkerke) RZ: 0.382
McEelvey & Zavoina's RZ: 0.465 Efron's R2: 0.308
Count R2: 0.874 Adj Count RZ: 0.21
BIC: 2851.806 LIC: 2484.265

As seen in Table 3, results through the model fit statistics summary above show that at least one of
the factors was significant in predicting attrition rates among employees, LR (58) = 954.38, p<.0001. It
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was noted that the synthetic logistic regression model was better than the original dataset since it had more
factors explaining employee attrition rates than their counterparts.

B. Gradient Boosting Trees Classification

Another model used to investigate differences in the distributions of attrition rate predictions by the two
datasets was through use of gradient-boosting trees. The models show a significant difference in that for
original dataset; job role plays a more significant role on employee attrition rates than any other factor
followed by their monthly income. On the other hand, daily rates contribute immensely to attrition rates
among simulated datasets.

Table 4 Xgboost Regression Variable Importance Results.

Variable ‘Original Dataset Synthetic Dataset
Job Role 105212043 910815278
Monthly Income 8.5363009 783083627
Age 62296998 $.01800361
Total Working Years 6.0666477 208540073
‘Overtime 3.9848495 313333257
Daily Rate 53481313 1135181453
Monthly Rate 53325173 559630476
Distance Home 3.8343412 425112744
Environment Satisfaction 38110006 447684387
Job Involvement 3.4805811 2.5103308%
Job Satisfaction 3.4038324 3.8260176
Education Field 32653320 332778217
Hourly Rate 32261518 461952976
Work Life Balance 31818416 183220171
Number Companies Worked 31635249 226446262
Stock Option Level 28178620 154405189
Years Since Last Promotion 2.3333250 135106462
Percent Salary Hike 22313787 163179705
Business Travel 22152531 2.32946408
Relationship Satisfaction 2.1877291 1.45821845
Years Current Manager 21644368 1.06730785
Job Level 2.1600638 3.36548693
Education 2.0345917 183883447
Years Company 20242281 2.802870%
Traimmng Time Last Year 1.5422675 111158368
Marital Status 14028247 125550472
Years Current Role 09291085 073860898
Gender 05524245 043552674
Performance Rating 0.0163294 003858728

Table 4 shows that there exist disparities in the two datasets despite creating a synthetic dataset from the
original employee dataset. Additionally, other differences in terms of variable importance are summarised
in Table 4.

Figure 3 ROC curve for Gradient Boosting Trees.
ROC Curve: Original vs Synthetic (Gradient Boosting Trees)

2o |
©
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w
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As shown in Figure 3, the ROC curve was generated to compare the predictive performance of the Gradient
Boosting Trees model for both original and synthetic dataset. The ROC curve shows the trade-off between
sensitivity (true positive rate) and 1-specificity (false positive rate) across different classification thresholds.

Both models showed excellent discrimination ability, with the original dataset exhibiting a slightly
higher AUC = 0.99 compared to the synthetic data model (AUC = 0.97). The high AUC value indicates that
both models can accurately distinguish between employees who were attrited and those who did not. The
marginal difference in AUC (0.03) suggests that the synthetic dataset preserved most of the underlying
structural and statistical relationships present in the original data, thereby supporting the reliability of the
synthetic data for modelling purposes.

C. Random Forest Classification
Random forest classification models were also built to investigate significant differences in the two datasets,
such as original and simulated datasets.

Table 5 Random Forest Variable Importance Results.

Variables Original Dataset Synthetic Dataset

Aze 299785010 37.077928
Business Travel 87328670 11636732
Daily Rate 238142360 34419725
Distance Home 2127812350 19230238
Education 112806630 13398006
Education Field 17.1566750 16.903349
Environment Satisfaction 18.8404330 12493833
Gender 30037320 3.606404
Houwrly Rate 18.5180330 24364218
Job Involvement 14.0440410 12449612
Job Level 11.7398510 16.37347
Job Role 30.7909610 25127277
Job Satisfaction 16.3332310 17273039
Marital Status 9.3000870 7351376
Monthly Income 36.6872640 37.322666
Monthly Rate 22.1973340 13.619223
Number Companies Worked 157876670 13109239
Overtime 269362260 26.419993
Percent Salary Hike 13.7388770 12422208
Performance Rating 1.4036360 123523
Relationship Satisfaction 127123850 10526693
Stock Option Level 10.9434130 2132472
Total Working Years 28.8048640 20.729249
Training Time Last Year 10.5739970 2646544
Work Life Balance 157430420 11.273556
Years Company 17.8433830 16.372102
Years Current Role 96369960 2633849
Years Since Last Promotion 106431710 8044375
Years Current Manager 11.8138100 8467733

The results revealed that monthly income contributes more to attrition rates than any other attribute
in the original dataset, unlike the simulated, which shows that age is the main factor influencing attrition
rates. The variable importance results are summarised in Table 5.
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Figure 4 ROC curve for Random Forest Classification.

ROC Curve: Original (Real) vs Synthetic Data — Random Forest Model
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Figure 4 shows the performance of the Random Forest models evaluated using ROC analysis for
both the original and synthetic datasets. The original dataset achieved an AUC of 1, indicating near perfect
classification performance while the synthetic dataset achieved an AUC of 0.95 which still reflects a high
degree of predictive accuracy. Overall, these results suggest that the synthetic dataset provides a reliable
approximation of the real data for modelling employee attrition.

Model Evaluation

This study aimed to use machine learning classification algorithms to investigate whether there is any
statistically significant difference in the prediction of attrition rates among employees from the original
dataset and synthetic dataset obtained from the real dataset used. In an attempt to investigate significant
differences, four hypotheses were used. To unmask differences in predicted attrition rates from real and
synthetic datasets; machine learning classification algorithms such as binary logistic regression, gradient
boosting trees, and random forest analyses algorithms were used to train models and then evaluated using
test subsets of real and synthetic datasets. The attrition rates obtained from each model presented only show
each prediction's accuracy but do not compare real dataset predicted values to those of synthetic dataset
predictions. To intuitively assess differences, two-way chi-square analyses were used for each pair of
predicted attrition rates in each of the three models. The hypotheses were therefore evaluated using chi-
square analyses. The following provides a framework on how each research question formulated from the
four hypotheses was tested. As model evaluation was the central area of concern in this research project, the
model metrics utilised to assess the performance of each model for both original and synthetic datasets are
accuracy, precision, Kappa statistics and sensitivity.

A. Evaluation of Logistics Regression Between Original Data and Synthetic Data

The research question aimed at investigating whether or not the logistic regression modelling technique
would significantly differ in predicting employee attrition rates between real dataset and simulated dataset.
The null hypothesis stated that there is no significant association in employee attrition rates from logistic
regression models built from real and simulated datasets. On the contrary, the alternative hypothesis claimed
that there is a significant association in the employee attrition rates of logistic regression models built from
real and synthetic datasets.

Table 6 Evaluation of Logistics Regression.

Logistic Regression
Model Metrics Original | Synthetic

Accuracy o.ss8 0.8808
P_Value [Acc>NIR] 2.50E-08 | 0.0005114
Kappa 0.5273 0.4336
Menemar's Test P-Value 7.63E-11 5.92E-12
Sensitivity 0.4785 0.3842
Precision 0.7634 0.6952
Specificity 0.9702 0.2698
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As seen in Table 6, the two-way chi-square results were non-significant, Chi-square (1) = 1.70, p=.19,
V=.002. It is concluded that at 5% level of significance, there is no association of employee attrition rates
between real dataset and simulated dataset. Research question 1 was therefore not rejected and concluded
that there is no notable significant association in performances between real and simulated datasets from
logistic regression model.

In relation to the model metrics, logistic regression showed very similar levels of accuracy between
the real and synthetic datasets (0.89 and 0.88 respectively). This supports the non-significant chi-square
result, suggesting consistent performance across data types. The Kappa statistics slightly decreased from
0.53 t0 0.43, indicating a minor reduction in classification agreement. Sensitivity reduced from 0.48 to 0.38,
implying the synthetic data model was less effective in identifying employees who actually left, while
specificity remained very high (0.97) for both datasets, showing that non-attrition employees were correctly
identified. Precision also decreased slightly (0.76 to 0.69), meaning the model generated more false positives
for attrition under synthetic data. Overall, logistic regression performance was stable across datasets, though
the real dataset offered slightly more balanced predictive reliability.

Figure 5 Testing Difference in Logistic Regression Prediction between Original and Synthetic
Datasets.
(1)=1.70,p= 0.19, ’\)c,a,e,:u,uz, Clsss, [0-00. 1.00], 1 g = 1,249

Hpaarson

p=4.7de-161 p=6.50e-16

(n=84)

As seen in Figure 5, the distribution of predicted attrition (“Yes”) and non-attrition (“No”’) cases is
very similar across both data types. The chi-square test shows no statistically significant difference between
the two predictions (x?(1) = 1.70, p = .19).

B. Evaluation of Gradient Boosting Between Original Data and Synthetic Data

Chi-square test of independence was used to investigate the hypothesis with the null hypothesis stating that
there is no association in gradient boosting trees classification model performances obtained from real and
synthetic datasets. On the contrary, the alternative hypothesis stated that a statistically significant association
exists in gradient boosting trees classification model performances predicted from real and artificial datasets.
The results were inestimable since only employees who left the company were predicted to leave out all
employees who chose to stay.

Table 7 Evaluation of Gradient Boosting.

Gradient Boosting
Model Metrics Original | Synthetic
Accuracy 0.9806 0.0248
P-Value [Acc>NIR] <22E-16 | <2.JE-16
Kappa 0.962 0.6615
Menemar's Test P-Value 0.0263 0.0000
Sensitivity 0.9474 0.5842
Precision 0.99 0.8810
Specificity 0.9981 0.9858
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The model evaluation metrics shown in Table 7, however, show that the gradient boosting tree model
performed best overall among all algorithms tested. Accuracy for the real dataset was exceptionally high at
0.99 compared to 0.93 for the synthetic dataset. Kappa decreased from 0.96 to 0.66, suggesting moderate
reliability when applied to synthetic data. Sensitivity declined from 0.95 to 0.58, while specificity remained
very high (0.99 for real and 0.98 for synthetic). Precision also remained strong, decreasing only slightly from
0.99 to 0.88. These results suggest that while gradient boosting retained high predictive performance and
stability, synthetic data led to a noticeable reduction in correctly identifying true attrition cases, likely due
to minor variations in class representation.

Figure 6 Testing Difference in Xgboost Trees Prediction between Original and Synthetic Datasets.

xgb.originalP

[

(n=1,249)

xgb.synP

Figure 6 shows that XGboost model predicts all observations as attrition (“Yes”) for both the
original and synthetic datasets. Due to the lack of variability in predicted outcomes, a chi-square test of
independence could not be estimated. This limits statistical comparison of XGBoost predictions between the
two data types.

C. Evaluation of Random Forest Between Original Data and Synthetic Data

Chi-square test of independence was used to investigate the hypothesis with the null hypothesis stating that
there is no association in random forest classification model performances obtained from real and synthetic
datasets. On the contrary, the alternative hypothesis stated that a statistically significant association exists in
random forest classification model performances predicted from real and artificial datasets.

Table 8 Evaluation of Random Forest.

Random
Forest
Model Metrics Original | Synthetic
Accuracy 0.9872 0.9024
P-Value [Acc>NIE] <22E-16 0.0000
Kappa 0933 0.5062
Menemar's Test P-Value 0.00596 0.0000
Sensitivity 0933 0.3947
Precision 0.9898 0.9146
Specificity 0.9981 0.9934

As seen in Table 8, the results were non-significant, Chi-square (1) = .34, p=.56. This signifies a
non-existent association between performances of random forest classification models from synthetic and
real datasets at 5% level of significance. The random forest model maintained a high level of accuracy across
both datasets (0.99 for real and 0.90 for synthetic), consistent with the chi-square result of no significant
difference. The Kappa statistics reduced from 0.95 to 0.51, indicating a moderate drop in classification
consistency. Sensitivity decreased from 0.93 to 0.39, suggesting that attrition detection was less effective
with synthetic data, while specificity remained near perfect (0.99 versus 0.99). Precision declined slightly
from 0.99 to 0.92. These differences reveal that although the random forest model remained highly accurate,
its ability to detect minority-class attrition events was influenced by the representational quality of the
synthetic dataset.
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Figure 7 Testing Difference in Random Forest Prediction between Original and Synthetic Datasets.
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Figure 7 compares random forest attrition predictions between the original and synthetic datasets.
The distribution of predicted attrition (“Yes”) and non-attrition (“No”) cases is highly similar across both
data types. The chi-square test shows no statistically significant difference between the predictions (x2(1) =
0.34, p = .56).

Furthermore, the results indicate that synthetic datasets preserve the core predictive structure of the
real employee data. Key determinants of employee attrition, including job level, age, job satisfaction,
environmental satisfaction, income, and commuting distance, emerged consistently across both data types.
This convergence suggests that synthetic data, when properly generated, can retain meaningful relationships
between employee characteristics and attrition outcomes rather than merely replicating marginal
distributions. It results further reveal that the comparative evaluation of model performance reveals no
statistically significant differences in overall predictive accuracy between real and synthetic datasets for
logistic regression and random forest models. While gradient boosting trees exhibited marginal reductions
in minority-class sensitivity when applied to synthetic data, overall discrimination power remained high.
These findings suggest that synthetic data can support robust predictive modelling, albeit with some caution
regarding the detection of rare attrition events—a limitation that aligns with broader concerns in machine
learning research on class imbalance and data representation. Lastly, the results demonstrate that model
choice matters less than data representativeness when predicting employee attrition. While ensemble
methods outperformed logistic regression in terms of raw predictive accuracy, the relative stability of
performance across real and synthetic datasets underscores that the integrity of the underlying data-
generating process is a critical determinant of model reliability.

Conclusion

Using machine learning classification modelling techniques, this research project investigated whether a
relationship exists between predicted employee attrition from real datasets and synthetic datasets. The
modelling techniques used included binary logistic regression models, gradient boosting classification, and
random forest classification. Since getting employee data is usually challenging and most companies are
unwilling to give out their employee data, the project aimed at assessing the predictability of employee
attrition from real and synthetic datasets to investigate whether or not synthetic datasets could be used in
building models. Like any other research, this research had few limitations as it was non-experimental
research. The main research limitation was scarcity of employee dataset which saw us using IBM employee
dataset that has limited data points as only 1470 employees’ data are in the data sample. The research then
increased this sample by bootstrapping to 5000 observations. The other concern regarding bootstrapped data
is that it tends to have repeated measurements which may not reflect the true distribution of a variable or
datapoints. For instance, out of 1470 observations, an increased data to 5000 tripled observations hence the
likelihood of counting the same characteristic more than three times, which increases data constant ability
and may cause misleading results. Another notable challenge was regarding other variables in the dataset
since they could easily model some machine learning algorithms but return errors when using other models.
Examples of such variables included performance ratings showing some data partitioning resulted to only
two levels such as excellent and outstanding captured in the data subsets leading to errors in some models.
Other variables, such as daily rates, were constant throughout the data and hence could not be included in
the model.
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A. Key contributions and Limitations
Following the discussion of the results, the paper explicitly outlines its theoretical, methodological and
practical contributions to employee attrition and HR analytics research.

Existing attrition research implicitly assumes that findings derived from real employee datasets are
inherently more valid than those based on alternative data sources. By demonstrating that synthetically
generated data can yield comparable predictive outcomes, this study challenges this assumption and extends
employee attrition research into the methodological domain. The results suggest that attrition-related
relationships are structurally robust rather than artefacts of a specific dataset, indicating that the theoretical
mechanisms underlying employee withdrawal decisions may generalise beyond individual-level
observations. In doing so, the study also advances HR analytics theory beyond a narrow focus on predictive
accuracy. Rather than emphasising how accurately attrition can be predicted, the findings shift attention
toward the data conditions under which such predictions remain reliable. By positioning data type as a
moderating methodological variable, this research contributes to a growing body of literature that
conceptualises HR analytics as a strategic capability embedded within organisational decision-making
processes, rather than as a purely technical exercise. Furthermore, by empirically evaluating synthetic data
as a substitute for real employee data, the study contributes to emerging debates on ethical analytics and data
governance. The findings indicate that organisations can pursue data-driven HR decision-making while
mitigating privacy risks and regulatory constraints, thereby advancing theory at the intersection of human
resource management, information systems, and organisational governance. From a practical perspective,
the results suggest that organisations facing data access restrictions can confidently leverage synthetic data
for attrition modelling, workforce planning, and talent management. However, predictive outputs should be
used as decision-support tools rather than deterministic forecasts, particularly given reduced sensitivity for
minority attrition cases. Finally, this study is subject to limitations, including reliance on a single dataset and
distribution-based synthetic data generation.

B. Directions for Future Research

Future analyses could benefit from using non-bootstrapped datasets to enhance the validity of empirical
findings. Incorporating basic employee factors will allow for a comprehensive assessment of outcomes.
Additionally, employing various comparison methods, such as predicting employee attrition probabilities
and evaluating differences in average attrition rates with paired t-tests, should be explored. The paired t-test
is suitable here as the distribution of attrition probabilities ranges from 0 to 1, making it easy to validate its
assumptions prior to testing. Human resource managers often struggle to assess employees based on their
characteristics. To mitigate the resources spent on replacing outgoing employees, a systematic approach to
evaluating prospective hires is essential. Future research should shift focus from viewing employee attrition
as a dependent variable to considering job satisfaction measured on the Likert scale and attrition as the main
independent variable. This approach will allow for a better analysis of how job satisfaction influences
attrition, providing insights into employee preferences and motivations. research could employ multi-
organisational data, causal generative techniques such as GANSs, and probability-based predictions to further
strengthen theoretical inference and practical relevance.
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